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1. INTRODUCTION

The paper focuses on issues related to the exploration of geographic metadata with the
aim of searching for and selecting available geographic data. It describes the first results of
research performed within the project INVISIP: “Information Visualisation for Site Planning”,
supported by the European Commission within the Information Society Technology
programme (IST 2000-29640).

Search and selection of available geographical data is one of the main tasks in
geographic applications. They are characterized by different aspects, such as the large
amount of data, the heterogeneity of data and the skill level of the user. Nowadays, huge
amounts of geographical data are stored in databases, data warehouses, geographical
information systems and other repositories, and these data collections are rapidly growing.
Geographical data have many heterogeneous characteristics and can be used for various
analyses in a wide range of applications. Considering these aspects and that the user can
have either an incomplete knowledge about the available geographic data or the goal of his
search is vague, it is necessary to provide tools to assist the user in the task of data
selection.

The concept of metadata was applied to geographical data as an aid to the user whose
aim is to determine the availability and suitability of a geographical dataset for an intended
use. Metadata or "data about data" describes the content, the quality, the condition and
other characteristics of data. Metadata standard such as ISO 19115 has been defined with
the aim of providing a common set of terminology and definitions for the documentation of
digital geographic data [1]. The standard establishes data characteristics such as: the
names of data elements and of the compound elements (groups of elements), the definitions
of these compound elements and data elements, the information about the values to be
provided for the data elements.

The search of available geographical data is performed by exploring and analysing a
repository of geographical metadata. Some of the problems that affect this activity are: the
organization of the repository, low level of knowledge of the user about metadata
characteristics and missing data values in some metadata attributes. In this paper we



480 6" AGILE - Lyon 2003

address the three problems. Approaches based on a combination of automatic and visual
data mining techniques to metadata are proposed. Repositories of geographical metadata
are usually very large and rich datasets and traditional automatic approaches based on
statistical techniques do not perform well on datasets of such characteristics [2].

An approach based on a combination of traditional data mining techniques and
visualisation methods referred to as visual data mining [3, 4, 5] can be a solution. This
approach aims to produce novel and interpretable patterns more effectively than automatic
traditional techniques and stimulates the hypothesis generation. It has been successfully
applied to the analysis of geographical data [6], but a new challenge is to focus on
advantages coming from applying this approach to geographical metadata.

This paper gives a short overview of our recent studies on the application of automatic
and visual data mining techniques to geographical metadata: we present our attempts to
apply visual data mining to analyse and organise a metadata repository and to solve the
problem of missing metadata.

2. DATA MINING ON METADATA

The exploration process of a repository of geographic metadata is affected by different
factors such as:

¢ Amount of geographical metadata. The metadata repository contains a huge
amount of geographical metadata which can disorientate the user in the searching
activity: it prevents him from having a realistic overview of the available data.

e Missing metadata attributes. In the metadata standard some attributes are
mandatory and others are optional. The search may require an analysis of
metadata sets based on a comparison of their attributes. This task is difficult if
some attributes are missing.

e User knowledge about available metadata. The geographical metadata standard
ISO 19115 [1] includes many attributes. Metadata are usually explored by
considering only a few of its attributes, chosen according to the users
requirements. If the user has only a partial knowledge of the available attributes, his
requirements are limited to a subset of the attributes that could be used.

Considering these factors, new approaches to assist the user in the geographical
exploration are needed. In this paper we focus on the following issues:

e organisation of metadata to easily provide information about the available data,

e completeness of metadata to improve the possibility to compare metadata

elements,

e analysis of metadata to enlarge the user’'s awareness of the available data.

In the next sections we present a possible data mining approach for each of the
mentioned issues. Particular attention is given to the approach based on the visual analysis
of available metadata: the first result of our research has been the development of a visual
data mining tool. The aspects of completeness and organisation of metadata are analysed
and discussed: some interesting problems and open issues that will be the topic of our
future research are outlined.

3. DATA MINING AND ORGANISATION OF METADATA

3.1 Organisation of metadata

Metadata analysis is a difficult activity, especially if a large amount of metadata is
available. To limit the drawbacks related to the amount of data, the metadata repository
needs to be well structured: data mining techniques are proposed to perform this
organisation. Clustering techniques have been extensively studied to organise web
document collections relying on the clustering hypothesis: “closely associated documents
tend to be relevant to the same request” [7]. The solutions that have been developed are
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mainly to facilitate web document collection browsing [8] and to increase the speed of the
sifting of results obtained by web search engines [9]. Since document clustering usually
bases its similarity criteria on some words or some phrases shared by documents, some
techniques [10,11] apply an explicit cluster characterisation using those common words or
phrases to provide cluster summaries. This approach would drastically improve the cluster
content recognition.

3.2 Application of clustering techniques to metadata

The proposed approach to structure metadata is based on clustering techniques.
Clustering techniques group data elements in clusters according to criteria of similarity: the
clusters that are obtained are sets of similar elements. Each cluster represents a
generalisation of the elements that it contains. The cluster structure represents a
simplification of the repository and the analysis of the data can be limited to each cluster
instead of to each single metadata element. The goal of our analysis is to study the ability of
the clustering techniques to organise metadata in data selections. In the preliminary phase
of our analysis, techniques based on hierarchical clustering proved to be the most promising
ones. Such clustering produces clusters that are sets of similar elements, but at the same
time each cluster is organized in sub-clusters. The result is a structure similar to a
mathematical tree. This structure has some interesting properties. A parent node contains
the union of elements that appear in its sons. In general, clusters at a high level of the tree
contain elements that are less similar than elements that belong to the clusters that appear
at a low level. An example of such tree structure is shown in (fig. 1). Metadata elements in
this figure are represented as numerically labelled points.

Level 1

Clusters

@@O @O

Fig. 1 An example of the tree structure inducted by Hierarchical Clustering.

The node A contains all elements belonging to the nodes B and C. Supposing that the
similarity among metadata elements was coded with the distance between the points, it can
be noted that the elements contained in clusters at level 1 are further apart than elements
contained at level 2. This tree structure provides useful information during the exploration
process: during the navigation of the tree structure, it is possible to focus on clusters instead
of metadata elements. The applied concept of similarity is stricter if we are further down in
the tree. The data search can be performed at different levels of detail.

To apply clustering on a repository of geographical metadata a similarity measure
between metadata items that describes how to choose suitable dataset(s) needs to be
defined.

s(t,a)= ZC *s.(t;,a;) (1)

i=l..n

Considering two generic metadata items represented as two tuples t =(t1, .., tn), and
a=(a1, .., an), a generic similarity measure s(t, a) can be expressed as in (1), where ¢;
represents a coefficient that expresses the importance of the i-th attribute in the similarity
measure and s; is the similarity criteria on the single i-th attribute defined according to its
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format. Starting from the definition above, a similarity measure can be defined as the choice
of the coefficients c; and the similarity functions s;. The simplest way to define a similarity
measure is to consider the number of attributes that two metadata items share. This is easily
obtained from the above formula by giving to all coefficients c; the same value and defining s;
as the function that returns a constant greater then zero when two attributes have the same
value and zero otherwise. Considering that all metadata attributes do not have the same
relevance for each user, we suppose that the user dynamically chooses the attributes which
he considers to be the most important by selecting the coefficients c; himself. The clustering
is performed after the coefficients of the similarity measure have been set. The dynamic
choice of coefficients implies that the algorithm performance becomes particularly relevant
to reduce the time bursting.

To improve the clustering approach, more sophisticated concepts about “what can be
used instead of” can be developed by taking into account some contextual knowledge about
geographical metadata. This knowledge has to be elicited by an expert in the geographical
domain to determine rules that describe for each attribute “if’ and “when” it satisfies a
condition to be present or absent in the clustering.

For example, nowadays many GIS formats are interchangeable; we can consider two
metadata attributes having different GIS data format (map info, arc view, etc) to be “closer”
than two metadata attributes having different spatial representation (vector, row map, etc). A
similar reasoning may be applied to keywords, to identify datasets which are more suitable,
to identify the analysis to perform and so on.

The problem of representing the background knowledge in the clustering algorithm has
different solutions. An interesting approach to semantic clustering has been proposed in the
semantic web context, ontology is becoming a buzzword [12] and some interesting similarity
measures based on this way to represent knowledge have been proposed [13].

In the future research we will focus on the problem of dependency between the user
goal and the similarity criteria by exploring attributes of metadata that are more frequently
involved in data search. The categorical attributes will be analysed to identify which are the
expected values for each attribute and to check if these attributes support some kind of
intuitive similarity concept. Further on, if techniques based on ontology are suitable to
represent the background knowledge, their application to define similarity criteria might be
investigated.

4. DATA MINING AND COMPLETENESS OF METADATA

4.1 Incompleteness of data

Standard statistical methods and data mining tools are produced to analyse
rectangular datasets in the form of a matrix or a table. The rows of the matrix represent data
items and the columns represent attributes of the dataset. The entries in the matrix can be
as different as continuous numerical values, categorical numerical values (which may be in
turn ordered or unordered), textual information, etc. Analysis of incomplete multivariate data
can be defined as analysis of such a matrix when some of the entries are left blank.
Completeness of such data depends on the application: it may refer to the presence or
absence of whole data items (rows), missing attributes (columns) or blank entries within
existing records. [14].

Usually the algorithms for data mining require a complete data matrix as input and
some of them lose efficiency even if only a few values are missing. Methods for inputting
missing data are therefore needed, to minimize the effect of incomplete datasets on the
algorithms. Studies which analyse the impact of missing data on the algorithms include
Zheng et al. [15], which analyses four recent classification techniques for robustness against
missing data and Liu et al. [16] describing how a decision-tree based classification algorithm
reacts to missing data values.
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4.2 Methods for analysing incomplete data

Methods to analyse incomplete data focus on either ignoring the missing values or
substituting them with plausible values, obtained in various ways. In this section we list
several methods for dealing with incomplete data. Most of these methods make the
assumption that the data are missing completely at random [14].

Two methods that ignore missing data are the complete-case analysis and the
available-case analysis. The complete-case analysis includes only those data items that
have all the attribute values present, while the available-case analysis includes those data
items where the attribute value of interest is present. Both have the disadvantage that the
loss of information might be significant due to the discarding of incomplete cases [14].

Another ftraditional group of methods for analysis of incomplete data is single
imputation. This group includes methods that impute (fill in) the missing data values. Each
blank field in the data matrix is filled in with exactly one missing value, which is derived from
a subset of information on the original database. There are many methods that fall into this
group of methods, based on the way the missing data value is derived. Here we list some of
them: hot deck imputation (recorded units from sample are substituted into blank fields) [14],
mean imputation (means of sets of recorded values are substituted) [14], cold deck
imputation (an external constant is imputed) [14], regression imputation (missing values are
predicted from a regression of the missing item) [14], stochastic regression imputation
(missing values predicted by regression plus residual) [14], the most common attribute
value imputation (the value of the attribute that occurs most often is set as the value for all
the missing values) [17], KNN-impute algorithm (a weighted average of K nearest neighbour
values is imputed) [18] and singular value decomposition (missing values are substituted by
a linear combination of the first k eigenvectors of the data matrix) [18].

An advantage of single imputation is that any standard algorithms for data mining of
complete data can be used once the missing values have been replaced by imputed values.
Its disadvantage however is that the extra variability due to the unknown missing data is not
taken into account, which can lead to a significant bias of the statistical measures [14,17].

A group of methods that corrects the major flaws of the single imputation while keeping
its advantages is known as multiple imputation. In this group of methods each missing value
is substituted by a set of m > 1 plausible values derived from a subset of the original dataset.
Again there are several ways to derive these m values and consequently several types of
multiple imputation: all possible values imputation (each missing value is replaced by the set
of all values that occur for one attribute) [17], statistical multiple imputation (each missing
value is substituted by a set of the most probable m values drawn from a predictive
distribution of the values of each attribute) [14], partial values imputation (a partial value is a
set of k values such that exactly one of the values in the set is the true value of the missing
value, the set is obtained by logic programming) [19,20].

Both single and multiple imputation methods are prone to estimation errors that
increase with dimensionality and incompleteness. This is due to the fact that when a large
amount of the entries are missing, the attributes can only be estimated with a low degree of
accuracy. Therefore other methods have been developed, which cope with the problem of
the incomplete information system without using imputation methods. They are based on the
fact that in the real datasets there are usually considerable redundancies and correlations
among the data representation [21, 22].

One of these is the data decomposition method [21] which tries to avoid the necessity
of reasoning on data with missing attribute values. The original incomplete data are divided
into data subsets without missing values and classification is applied to each of these sets.
Finally a merging method is used on the partial answers from all subsets to obtain the final
classification.

Another method that avoids the imputation of values is the conceptual reconstruction
method [22]. It is based on assumption that the attributes in a dataset are not independent
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from one another, but that there is some correlation between them which enables prediction
of the missing values in one attribute from values of another one (or more than one).

4.3 Application of incompleteness algorithms to metadata

The metadata collected within the INVISIP project is represented in the same form of
database as described above for normal data. It is organised into a table or a matrix that has
metadata records as rows and metadata attributes as columns. The geographical metadata
standard 1SO 19115 [1] is characterised by many attributes which describe the
characteristics of data: some of the values of these attributes are obligatory for each dataset
but others can be optional. Thus some data are frequently missing, which can cause
problems in the analysis task when an analysis of attributes with missing values is
performed. Therefore it is important to include a pre-processing step in the analysis that
would deal with missing data.

We defined an approach that would enable us to identify some of the missing values of
metadata by analysing the set of available metadata. The approach is based on a
combination of a classification algorithm applied to the metadata attributes and an algorithm
that completes the missing metadata values.

The first step is to use a classification algorithm on attributes to identify relationships
among attributes which are completed and attributes with missing data. An example of an
algorithm that could be used for similarity classification of attributes can be found in [23]. We
suggest to apply a classification algorithm to metadata attributes to identify relationships
among complete attributes and attributes with missing data. The attributes with missing data
could be used to define the class labels, while the set of complete metadata elements could
be used as a training set to find relationships among the attributes and to define the criteria
that could be used to fill in the missing data.

The relationships between the attributes discovered by the similarity classification of
attributes could then be used to form the logical rules that represent the connections
between different attributes. These rules could be applied in the second step approach that
fills in the missing data, similar to for example, the partial values algorithm described in [18].
We suggest to use the partial values algorithm, because it uses logic programming and can
be applied to geographical metadata. Other algorithms for filling in the missing values are
mostly based on different types of statistical calculations and operate on numerical data.
Since geographical metadata consist of very different types of data such as numerical data,
textual data, categorical data, etc., the statistical calculations can be difficult to implement.
But forming logical rules needed for the partial value algorithm seems to be feasible for all
types of data. The feasibility and implementability of this approach is yet to be explored in
our future research. One of the possible problems seems to occur if the initial classification
is applied to attributes that are not related to each other. In that case the result can be
inconsistent: we can discover relationships that do not exist. Consider two standard
geographical metadata attributes: format and scale. There is no relation between these two
attributes. Maps in different scales can be represented in the same format and the same
map can exist in different formats. However, if a classification is applied we may find a
connection, which in reality doesn’t exist. Therefore a classification technique could be used
in the first step of our proposed procedure to complete geographical metadata, but the
knowledge about geographical domain must play an essential role in recognition of the
resulting relationships among metadata attributes.

5. VISUAL DATA MINING AND METADATA ANALYSIS

A visual data mining approach based on different kind of visualisation and interaction
techniques was applied to metadata to discover new patterns [24]. A common problem in
the search for geographical data is the vagueness of the goal: geographical metadata are
usually represented by many attributes and the user usually has an incomplete knowledge
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about them. Therefore, to support the user during this task, it is important to provide tools in
order to improve his knowledge and raise his awareness of the available data.

The use of various visualisation techniques and a dynamic interaction with them helps
the user to discover new information. In our approach, different visualisation techniques can
be applied at the same time to show the user which data are available. These techniques
are classified according to the number of attributes they can display: single-attribute and
multi-attribute visualisations. A single-attribute visualisation provides knowledge about the
values and a quantitative information of a single metadata attribute. A multi-attribute
visualisation provides knowledge about several metadata attributes and the existing
relationships among them. Several graphical interaction functionalities let the user select
metadata according to his needs. Finally, the selection performed in a visualisation window
is linked to all other visualisations through a brushing and linking process [4] to enable the
user to discover correlations between attributes.

The main advantage of the approach is that even if the geographic data or some of its
characteristics that the user is looking for are not available, the knowledge coming from the
metadata patterns leads to a compromise between what the user needs and what is
available.
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Fig. 2 Tool and its visualisations.
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In (fig. 2) is shown a tool developed for this approach and a brief example below
describes how this tool can support the user in his exploration. Let us assume that the user
wants to acquire geographic data. He performs a search in a repository of geographical
metadata. These metadata are characterized by several attributes such as the keyword
related to the typology of data (climate, economy, air pollution ...), the language of the data,
the format of the map, the URL where data are stored, the resolution of the map, etc.
Suppose that the user bases his search on some of these attributes: he analyses the
keyword, the language and the format, having only a vague idea on how these attributes can
be combined. He is interested in data with Maplinfo format, in English and dealing with the
keyword “emission data”. Using different kind of visualisations he realizes that no data fit his
needs. However if he accepts the keyword “air pollution” instead of “emission data”, he can
find data that he could use. Using a multi-attribute visualisation, the user can deal with a
large metadata repository and with many attributes at the same time. The brushing and
linking functionality makes the exploration easier: every time the user performs a selection
on a visualisation window, the other views are automatically updated to show which data are
currently available. This interaction lets the user explore data, improve the knowledge about
data and among the available datasets find those that suit his goal best.

6. CONCLUSIONS AND FURTHER WORK

A combination of automatic and visual data mining techniques used on the
geographical metadata provides a friendly way to perform a search for geographic data even
for a not very experienced user. In the first phase of our research, an analysis of automatic
data mining algorithms and visualisation techniques suitable for geographical metadata
analysis was performed. Within this step the first demonstrator tool for visual data mining
with some basic visualisation techniques was developed.

Further work includes the evaluation of other automatic data mining algorithms and
visual data mining techniques and their suitability to analyse geographical metadata. One of
the goals in the development of our tool is to implement the integration between the suitable
automatic algorithms and the visualisations provided. There is a possibility to develop other
different types of visualisations, such as those that are linked to either spatial or temporal
distribution of geographical data described by metadata. The final aim is to provide an
instrument that will assist the user with his data exploration throughout the whole site
planning process.
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